Edge ambipolar potential in toroidal fusion plasmas
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I. INTRODUCTION

Magnetic islands in the plasma edge are either spontaneously present, due to the resonance with appropriate \( q \) values, or are produced by purpose with external coils, in order to stabilize pressure-driven modes which can be detrimental for confinement. In the first category fall the reversed-field pinch, characterized by the resonance of \( m/n = 0/0 \) modes at the \( q = 0 \) surface, and the stellarator, with the resonance of small vacuum magnetic field errors with the Pfirsch-Schlüter current. In the second category falls the tokamak, where the so-called resonant magnetic perturbations (RMP) have been successfully applied in DIII-D, ASDEX, and TEXTOR to control edge-localized modes (ELMs) and/or spread the plasma-wall interaction on a larger surface. In this sense, the particle and power handling in ITER is strictly linked to this type of studies.

A considerable effort has been devoted to the description of the topological features of the RMPs: especially in the German tokamak TEXTOR, detailed features of chaotic layers and islands has been thoroughly investigated. Comparatively less studied are the kinetic effects on particles: the main result is that electrons respond quickly to magnetic chaos by increasing their diffusivity. Therefore, adding to a neoclassical base ion transport the effect of stochasticity, there is a development of a strong, positive radial electric field \( E' \) to balance the enhanced electron diffusion. This result for tokamaks echoes the studies of the electron and ion roots in stellarators, where \( E' > 0 \) if the electron diffusion is larger than the ion’s, \( D_e \gg D_i \) (electron-root), and the converse, \( E' < 0 \) if \( D_e \ll D_i \) (ion-root). But, apart from these general considerations, a detailed study of the electrostatic response to an edge magnetic island is still lacking. Generally speaking, electrons, ions, and impurities respond in quite a different way to magnetic islands: electrons follow more closely the magnetic field lines (and magnetic chaos), while ions drift away from the magnetic surface (larger gyroradius). The resulting electric field is determined by the ambipolar constraint: given a magnetic surface \( \psi \), the fluxes must balance, \( \Gamma_e(\psi) = \Gamma_i(\psi) \), and this prescribes the amplitude of the electric field (hence the name of “root” in stellarator studies). But the combination of \( E' \) and the equilibrium \( \hat{B} \) produces an \( \hat{E} \times \hat{B} \) flow which can deeply affect transport on a macroscopic scale and plasma performance. In the RFX-mod reversed field pinch (major radius \( R = 2 m \), minor radius \( a = 0.5 m \)), there is a large body of evidence that the flow associated with the edge 0/1 island is ultimately responsible for an edge density peaking which drives the Greenwald limit.

In this paper, we will describe an analytical model of the ambipolar potential response to an edge magnetic island, connecting the macroscopic ambipolar potential to the microscopic effect of stochasticity.
which has been introduced in test-particle simulations with the guiding-center code ORBIT. The model for the potential satisfies the ambipolar condition $\Gamma_e = \Gamma_i$, on a magnetic flux surface close to the wall. Results are compared with data from RFX-mod and TEXTOR. The theory and data we present could be of interest for explaining the restriction for the collisionality window which characterizes ELM suppression with RMPs, and the issue of the edge islands in stellarators.

The paper is organized as follows: Section II describes the main features of the measurements (mainly on the RFX-mod); Section III shows results of test-particle simulations with ORBIT, both in RFX and TEXTOR; Section IV shows how the model for the ambipolar potential works, and compares results with data from RFX and TEXTOR; finally, in Sec. V we draw our conclusions.

II. THE EXPERIMENTAL BASIS

It is often read in textbooks that the plasma edge is a smooth surface, symmetric along the toroidal angle $\phi$. The name itself of “toroidal” confinement devices tacitly assumes the hypothesis that $\phi$ is a symmetry of the system. When measuring plasma kinetic properties, such as electron density or electron pressure, it is evident that reality is far from the idea of a smooth magnetic flux surface: in Fig. 1(a), electron density is plotted as a function of radius and time, while a 2/1 mode is made rotating with the I-coils in the lab frame of reference of DIII-D (the picture is adapted from Ref. 20). It is evident a modulation of density as a function of time, coherent with the phase of the magnetic mode. In Fig. 1(b), the same exercise is done in the case of electron pressure, when a 1/7 mode is kept slowly rotating by the feedback system of the RFX-mod reversed-field pinch: again, electron pressure is modulated in time, while the mode is sweeping in front of the diagnostic (the picture is taken from Ref. 22).

Finally, Fig. 1(c) shows a simulation of connection length (the parallel path along a field line from a given point to the wall), as a function of radius $R$ and poloidal angle $\theta$ in the LHD stellarator: the surface is not smooth, and all kind of structures (ergodic “fingers,” conserved regions, and laminar zones directly connected to the wall) are visible (the picture is adapted from Ref. 23). Considered globally, Fig. 1 shows that, despite formidable differences in the equilibrium fields, nature of transport, size of the device, type of input power, all of the three main magnetic confinement configurations, when confronted with 3D fields and magnetic chaos in the edge, show coherent and macroscopic modulations of kinetic quantities which can be easily put into relationship with the symmetry of the dominant magnetic island.

To explore this in more detail, we focus on one of the three configurations, namely the reversed-field pinch. Fig. 2 is the starting point for the studies on flow and islands in the edge: it shows the measurement of the toroidal component of plasma flow, $v_\phi$, as a function of the helical angle $u$, in the case of a 0/1 island in the RFX-mod reversed field pinch. It is worth recalling that the equilibrium magnetic field in the edge of a reversed field pinch is poloidal, so that $(v_r, v_\phi)$ are the components of the perpendicular flow. The flow is measured by a gas-puff imaging diagnostic (GPI) at a single point toroidally and at a radius $r = 0.98a$. Since the island is slowly rotating in the lab frame of reference, to map the measurement (which is a function of time) on the topology of the island, we use the definition of helical angle $u(\theta, \phi; t) = m\theta - n\phi + \omega_{m,n}t$, which in the case of a 0/1 island simplifies to $u_{0,1} = -\phi + \omega_{0,1}t$. One can interpret $u_{0,1}$ as the toroidal angle in a frame of reference rotating together with the island. Formally, it can be shown that the formula for $u_{m,n}$ is obtained quite naturally by expressing the Hamiltonian of field lines in action-angle variables: in this way, any island that develops at a given $m/n$ resonance has a similar shape, when plotted on the plane $(u, \psi)$, with $\psi$ the magnetic flux coordinate (for more details about the definition and use of the helical angle, the reader can refer to Ref. 22). The flow is generally negative over the helical angle, which would correspond to $E' < 0$ (the diamagnetic term.

FIG. 1. (a) measurements of electron density profiles as a function of time (on y-axis) in the DIII-D Tokamak, while the 2/1 mode is rotating; (b) measurements of electron pressure profiles as a function of time, in the RFX-mod reversed field pinch, while the 1/7 mode is kept into slow rotation by the feedback system; (c) simulation of connection lengths $L_c$ in the LHD stellarator, poloidal angle on the y-axis. In all of the three cases, radius is on the x-axis.
accounts for at most 15% of the flow in RFX, so \( E_r \approx v_r B_0 \): this is the usual situation in RFX [see, e.g., Figs. 7(c) and 7(d) in Ref. 17], and has been interpreted in the past in terms of finite ion Larmor radius effects. But there is a large portion of the toroidal angle where \( v_r > 0 \) (\( E_r > 0 \)) with two null points that define a huge convective cell (diameter \( \sim 3 \) m). Looking at the arrows in Fig. 2, it is easy to recognize a “source” and a “stagnation” point. Recent measurements of the radial component of the velocity, \( v_r \), confirm the presence of a convective cell, though in presence of a 1/7 island, instead than a 0/1: during the year 2014, it is planned to measure \( v_r \) with a rotating 0/1 island, too. Actually, measurements showing that \( E_r \) could change sign in RFX along \( \phi \) are not really new, dating back to more than ten years ago. What is new is the interpretation in terms of magnetic islands in the edge: in fact, the center of the convective cell corresponds to the X-point (XP) of the 0/1 island, which, in terms of flux surfaces, is the region where the annulus is shrunk: thus, the symmetry of \( E_r \) is the same as the magnetic island. A nice proof that this is a general property has been obtained recently with the complete toroidal array of Langmuir probes, called ISIS (Integrated System of
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**FIG. 2.** (Top) Toroidal component of plasma flow, as a function of the helical angle \( u_{0,1} \) and (bottom) corresponding 0/1 island, with the minor radius on the y-axis. The zeroes of the flow are marked as bullets, and correspond to a source and stagnation point for plasma density (green and red, respectively, in the online version of the figure).

To better understand the topology of the \( E_r \) field, we can map the measured values (as a function of \( u \)) onto an edge flux surface calculated with VMEC/V3FIT: the adaptation of VMEC to the reversed field pinch is a recent addition in the framework of a collaboration between Consorzio RFX and the Auburn University. The result is shown in Fig. 3(a): in the colormap, blue corresponds to the potential well (\( E_r > 0 \) at \( r = a \)) while red corresponds to the potential hill (\( E_r < 0 \) at \( r = a \)). Axes (X, Y, Z) show the cartesian system, where the helical \( u_{0,1} \) has been substituted for the usual toroidal angle \( \phi \). The potential well corresponds to the XP of the island, which, in terms of flux surfaces, is the region where the annulus is shrunk: thus, the symmetry of \( E_r \) is the same as the magnetic island. A nice proof that this is a general property has been obtained recently with the complete toroidal array of Langmuir probes, called ISIS (Integrated System of
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**FIG. 3.** (a) Measurements of \( E_r \) mapped onto an edge flux surface calculated with VMEC/V3FIT in the 0/1 symmetry; (b) \( \delta E_r \) measured with the array of internal sensors (ISIS), mapped onto a helical flux surface calculated with VMEC/V3FIT.

The plasma edge, corresponding to enhanced radiation. This annulus is localized toroidally in \( u_{0,1} \); in measurements, it is visible as a time-dependent, large density modulation in phase with the 0/1 mode, analogous to what seen in Fig. 1(b) for the 1/7 mode. It is also poloidally symmetric, which makes it in all respect similar to the tokamak MARFE (i.e., it is aligned along the edge equilibrium \( \vec{B} \) field). In the RFX, evidence of a causal connection between the convective cell and the MARFE (and thus, the Greenwald limit) is compelling. To better understand the topology of the \( E_r \) field, we can map the measured values (as a function of \( u \)) onto an edge flux surface calculated with VMEC/V3FIT: the adaptation of VMEC to the reversed field pinch is a recent addition in the framework of a collaboration between Consorzio RFX and the Auburn University. The result is shown in Fig. 3(a): in the colormap, blue corresponds to the potential well (\( E_r > 0 \) at \( r = a \)) while red corresponds to the potential hill (\( E_r < 0 \) at \( r = a \)). Axes (X, Y, Z) show the cartesian system, where the helical \( u_{0,1} \) has been substituted for the usual toroidal angle \( \phi \). The potential well corresponds to the XP of the island, which, in terms of flux surfaces, is the region where the annulus is shrunk: thus, the symmetry of \( E_r \) is the same as the magnetic island.
Internal Sensors.\textsuperscript{35} By exploiting the technique of a rotating 1/7 island and the mapping on the helical angle and the VMEC flux surface, one can obtain the picture shown in Fig. 3(b): in this case, helical flux surfaces refer to the RFP state with a helical core, known as “Single Helical Axis”–SHAx.\textsuperscript{36} In the SHAx state, even if the island is resonating in the core plasma, the helical ripple at the edge is comparable to the 0/1 case, and it is capable of modulating edge kinetic quantities, as it has already been shown in Fig. 1(b). Again, analogously to Fig. 3(a), the $E'$ field has the same symmetry as the island, and in this case the potential well appears as a blue ribbon winding up the helical surface (actually, in this case colors refer to $E'$). Fluctuation along the average value of $E'$ is also observed, meaning that if one searches for an analytic form of the potential, this must not be a flat function, $\Phi \neq \Phi(\psi)$.

The pictorial view of Fig. 3 makes immediate that the electrostatic potential is parent to the magnetic topology: in particular, Fig. 3(b) shows an impressively similar alignment with simulations of ambipolar potential in the stellarator\textsuperscript{37} (even if in our case we are dealing with actual measurements mapped onto a helical equilibrium). But Fig. 3 shows also deeper result: the values of $E'$ are not constant on a flux-surface, meaning that if one searches for an analytic form of the potential, this must not be a flat function, $\Phi \neq \Phi(\psi)$.

Summarizing, experiments show that magnetic islands spontaneously resonating in the reversed-field pinch are associated with macroscopic fluctuations of the flow (up to $\approx 20\mathrm{\,km/s}$); the symmetry is the same as the generating island (1/7 low density, and 0/1 at high density in the RFX), and values of $E'$ are not constant on a flux-surface. In some cases (0/1 at high density) the coherent fluctuations of the flow are also associated to the Greenwald limit through the mechanism of the stagnation point and the MARFE.

### III. TEST-PARTICLE SIMULATIONS

To study the development of an ambipolar potential in a 3D configuration, many approaches can be followed. In the stellarator community, neoclassical calculations with Monte Carlo codes are customary: some examples include FORTEC-3\textsuperscript{38,39} and EUTERPE-GRSRAKE.\textsuperscript{37} Alternatively, one can use a linearized drift-kinetic equation, such as in the case of DKS-PENTA.\textsuperscript{40} In the case of chaotic structures of the RFP, an optimal tool is the guiding-center code ORBIT,\textsuperscript{18} recently validated against a volume-preserving field line tracer code (NEMATO) on the RFP topology.\textsuperscript{26} ORBIT exploits a rather unique feature of the RFP: the precise knowledge of the radial structure (eigenfunction) of the saturated, almost stationary spectrum of tearing modes. Eigenfunctions are evaluated for RFX-mod with the code NCT,\textsuperscript{41} which solves the Newcomb’s equations\textsuperscript{42} in toroidal geometry (the constraint are the magnetic fluctuations measured at the conductive shell). In the case of the TEXTOR tokamak, the input is instead the vacuum solutions of the magnetic field induced by the dynamic ergodic divertor, and the constraint are the current values in the coils.\textsuperscript{43} Collisions are implemented as pitch-angle scattering between particles (ions, electrons and C$^{4+}$ impurities), following the Boozer-Kuo approach.\textsuperscript{44} Coordinates are the Boozer flux coordinates $(\psi_p, \theta, \zeta)$, where $\zeta = \varphi - \nu(\psi_p, \theta)$, with $\nu$ a function which can be determined by the straight-field line condition and the “Boozer” Jacobian.\textsuperscript{45} Particles are monoenergetic. Finally, the standard \textit{Orbit} perfectly absorbing wall has been modified\textsuperscript{46} to take into account recycling, which, at least in the RFX, is almost unity (it means that particles released from the wall make up almost the totality of plasma density\textsuperscript{47}).

As a first exercise, we can study the parallel connection length to the wall, $L_k$, for the RFX discharge shown in Fig. 2. The connection length is a standard metric used in the context of tokamak stochastic edge, to determine the topology and width of the scrape-off layer: short-connection length regions are called “laminar” zones, since are characterized by large plasma wall interaction and low electron temperatures, while long-connection length regions are called “ergodic,” in the sense that are connected to the core, and are characterized by large heat fluxes and high $T_e$.\textsuperscript{2} First define the domain, limited radially by $\psi_{p,2} < \psi_p < \psi_{p,1}$ (see Fig. 4): we deposit particles (electrons) at $\psi_{p,1} = 0.093$ (deposit surface) and we recover them at their exit $\psi_{p,2} = 0.079$ (recovery surface). In terms of particle dynamics, $\psi_{p,1} \sim 2\rho_i$ ion gyroradii from the wall $\psi_{p,w}$ (orange, dash-dotted line), while $\psi_{p,2} \sim 9\rho_i$ from the wall. The whole radial domain is $7\rho_i$ wide. The choice of letting particle diffuse backwards is due to the fact that we want particles be recycled on the wall. The domain is divided into a grid $(\zeta_i, \psi_{p,j})$, and $L_{\parallel}(\zeta_i, \psi_{p,j}) = t_{\parallel} \tau_{\text{trav}}$, where $t_{\text{trav}}$ is the travel time for 50% of the initial 1000 electrons to get from the deposit surface on the slice $\zeta = \zeta_i$ to a series of intermediate stops $\psi_{p,j}$ until they get to the final stop (recovery surface). The poloidal angle $\theta$ is random and is not considered in this evaluation. Electric energy is $260\mathrm{\,eV}$ and collision frequency (normalized to toroidal transit) is $\nu_{\varphi} \tau_{\text{trav}} = 1.42$. In tokamak, usually $L_{\parallel} \parallel$ is defined simply as the path integral of the magnetic field line to the wall from $(\psi_{p,1}, \zeta_i)$. Instead here we use particles, since our assumption is that the electric field be determined.

![FIG. 4. Contour plot of the connection length $L_\parallel$ defined as the distance (parallel to the magnetic field) travelled by electrons from the deposit surface $\psi_{p,1} = 0.093$ to the recovery surface $\psi_{p,2} = 0.079$. The map describes $L_{\parallel}(\zeta_i, \psi_{p,j})$, each point $(\zeta_i, \psi_{p,j})$ of the grid being the initial toroidal angle and an intermediate radius, where $L_{\parallel}$ is recorded. The dashed, horizontal line to the wall from $(\zeta_i, \psi_{p,j})$ is the recovery surface. The poloidal angle $\theta$ is random and is not considered in this evaluation.](image-url)
by a two-fluid effect of electrons and ions (for more details on this calculation, see Ref. 48).

Results for $L_\|$, are shown as a color map in Fig. 4. To facilitate the comparison with the magnetic topology, an equatorial Poincaré section is overplotted. The Poincaré is done with the 0/1 mode only, to highlight the dominant helicity, while $L_\perp$ is calculated with the full mode spectrum. There is a modulation of $L_\perp$ with the same symmetry of the 0/1 mode. Two regions can be seen: a low-connection length region (10–100 m), corresponding to the O-point (OP) of the island, and a long-connection length region ($L_\perp > 10$ km) near the X-point (XP). We can think of the RFX edge as composed of a “laminar” and “ergodic” region, similarly to the tokamak. It is worth noting that a similarity with tokamaks, with a separation in laminar and ergodic regions along the helical angle, can be drawn also in the helical, 1/7 state of the RFX, as shown in Ref. 22. The physical reason is that electron orbits have a longer period around the XP: this is the classical pendulum, which shows a period diverging to infinity as approaching the XP along the separatrix, $T_{XP} \to \infty$. With $m = 1$ perturbations to the 0/1 island and electron collisions, the period around the XP does not diverge, but it is still larger than the period around the OP. In addition to this, the 0/1 island touches the wall, so that the period around the OP is further decreased.

To check if the result on electron connection length in the RFX has a general validity, we perform the same type of analysis on the TEXTOR tokamak, simulating a discharge with a resonant magnetic perturbation of helicity 3/1. Results are shown in Fig. 5(a), with the map of electron $L_\|$, overplotted to the Poincaré section of the chaotic field produced by the RMP (in this case, the x-axis is the poloidal angle $\theta$). The Poincaré shows a chain of “main islands,” with 3/1 periodicity resonating at $\psi_p/\psi_{i,p,\omega} \approx \psi_p/\psi_{i,p,\omega} \approx 0.90$. The presence of two chains of islands in TEXTOR, compared to only one big island in the RFX edge, is due to the different $q$ profile, and to the unavoidable presence of higher sidebands produced by the ergodic divertor of TEXTOR, as compared to the more sophisticated system of feedback control of RFX-mod, where individual modes can be triggered and sidebands are damped while acting on a single mode. Even if the geometry of the fields in RFX and TEXTOR is different, the results are similar; electrons (energy $30 – 100$ eV, depending on radius, and thermal collisions with the background $\nu_{\omega} \tau_{\omega} = 1.5$) stick in limited portions of the plasma, with a $\sim 3$ order of magnitude modulation of $L_\perp$ that retains the geometry of the parent island [see Fig. 5(a)]. Long radial pathways of short connection length (blue stripes in the online version) are visible between the plasma core and the wall: those are the so-called laminar flux tubes that in EMC3-EIRENE simulations (and in measurements) show lower $T_e$ and $n_e$ and fast parallel transport to the wall; an enhanced electron diffusion in the laminar flux-tubes, which is shown by ORBIT, is compatible with the results of EMC3-EIRENE. It is worth noting that, in TEXTOR, the electron period around the OP is larger than that on the XP, which is exactly the opposite than in RFX. This can be due to the different level of magnetic chaos: when increasing perturbations the hyperbolic fixed points become seeds for stochastization. This is anyway an open issue to be clarified, e.g., with a scan as a function of perturbation amplitude.

In the case of TEXTOR, where the results on the RMPs are consolidated, and electrons follow the standard picture of ergodic fingers, we also performed a calculation of $L_\perp$ for ions (energy $50 – 100$ eV and thermal collisions $\nu_{\omega} \tau_{\omega} = 1.5$), which is shown in Fig. 5(b). Overall, the pattern does not change, and ergodic fingers are visible also in the ion map, but there is barely one order of magnitude difference between the OP and the XP of the islands. Ions have larger drifts, larger Larmor radii, and average out the details of the RMPs.

The difference between the ion and electron $L_\perp$ can be quantified, with a local evaluation of the diffusion coefficients, $D_x$ and $D_y$, choosing one of the chains of islands (we chose the 4/1, i.e., the “remnant” islands). This evaluation includes the effects of magnetic topology, drifts and collisions: it catches the whole neoclassical behavior, plus the effect of the ergodic magnetic field. Start evaluating steady state distributions $n(\psi)$ by fixing source and sink choose a small helical domain, reinsert lost particles at the center with uniform pitch. Since the domain is helical, the “center” means a helical surface at a
given helical angle \( u \) (for example, \( u = \pi/2 \) means the OP, \( u = 3\pi/2 \) means the XP). Finally, \( D \) is given by the ratio between the flux and the density gradient. By repeating the evaluation over an array of \( u \) values, one can obtain the plot shown in Fig. 6. For ions, \( D_i \) is almost neoclassical, \( D_i \approx 0.1 \text{ m}^2/\text{s} \), slightly increasing when moving along the helical angle from the OP to the XP. For electrons, \( D_e \) is of the order \( 10 \text{ m}^2/\text{s} \), which is a typical value in a stochastic magnetic field. \(^5^1\) Therefore, \( D_e \gg D_i \) everywhere, but \( D_e \) depends also strongly on \( u \): there is one order of magnitude difference between the OP and the XP, from 4 to 40 \text{ m}^2/\text{s}. This, on the one hand quantifies the effect of the ergodic fingers; on the other hand, it shows a strong dependence of \( D_e \) on the parent magnetic resonance associated with chaos.

The standard picture with RMPs is that \( D_e \gg D_i \), and thus electrons are rapidly lost, determining the so-called “density pump-out.” \(^5^2\) On the basis of what shown with ORBIT, the picture of the density pumpout is really over-simplified: a strong potential builds up to balance radial diffusion and get ambipolarity \( \Gamma_c = \Gamma_i \). In fact, a modification of \( E' \) is generally observed in tokamaks during RMP application. \(^5^3,^5^4\) Moreover, due to the strong helical modulation of \( D_e \), the potential is expected to have the same symmetry as the original \( m/n \) mode. Since it depends on the drifts, which are proportional to \( \rho = mv/eB \), the potential is expected to be also energy-dependent.

IV. THE AMBIPOLAR MODEL

On the basis of the results of the preceding sections, we can build up a model of electrostatic potential to include in ORBIT to get the ambipolar condition \( \Gamma_c = \Gamma_i \) at the recovery surface \( \psi_{r,2} \). The simplest geometry is that of RFX with the \( 0/1 \) mode, so that the helical angle is simply \( u = -\zeta \) [Figs. 2–4]. The approach exploits the fact that the GC Hamiltonian can be written as \( H = 1/2 \rho_l^2 B^2 + \mu B + \Phi \), where \( \rho_l = v_y/B \) and \( \mu \) is the magnetic moment: in this way, if an analytical guess of the potential is available, \( \Phi \) can be added easily to the GC equations of motion. \(^1^8\) This is not a self-consistent approach, but it is easy to implement, and requires small computational time, since electron and ion simulations can be run separately. Since \( \Phi \) is a model of ambipolar potential, it will be described on the plane perpendicular to the equilibrium field, which in the RFP edge is \( B^0 \). Therefore, \( \Phi = \Phi(\psi_p, \zeta) \) and \( \partial \Phi/\partial \theta = 0 \).

The radial profile of the model \( \Phi \) can be derived from existing data from Langmuir probes, showing that \( E' \) has an almost constant value in the region \( 0.85 < r/a < 1 \), and changes sign according to the phase of the \( 0/1 \) mode [see Fig. 7(a), which is adapted from Ref. \(^2^9\)]. Therefore, as model for \( E'_r \) we take
\[
E'_r = E_a + \frac{1}{2} E_{r,0} \left[ \tanh\left( \frac{\psi_p - \psi_{p,0}}{\sigma_{\psi_p}} \right) + 1 \right],
\]

FIG. 6. Local electron and ion diffusion coefficient, as a function of the helical angle \( u = m \theta - \phi_{m,n}, \) in the case of TEXTOR. The OP corresponds to \( u = \pi/2, \) the XP to \( u = 3\pi/2. \)

FIG. 7. (a) Experimental radial profiles of the radial electric field \( E'_r \), at different helical phases \( u_{0,3}; \) (b) The model for \( E'_r \) derived from measurements.
where $\psi_{p,RV}$ is the reversal surface (resonance of the 0/1 mode and therefore center of the potential well), and $\sigma_{p,R}$ is the radial (half) width of the potential well, chosen to be $\sim 2.5\rho_i$. This choice is consistent with Fig. 7(a) and the width of the domain in Fig. 4 (in fact, $\psi_{p,1} - \psi_{p,2} \sim 2\sigma_{p,R}$).

Equation (1) takes the form of Fig. 7(b), dashed-triple dotted line: in the potential well (=center of the convective cell) the radial electric field in the edge is positive, and changes sign at $\psi_p = \psi_{p,RV} - \sigma_{p,R} = 0.077$, which corresponds to $\sim 38$ cm $(r/a = 0.83)$. In Eq. (1), the value $E_r$ is chosen to match the values of $E_r(a)$ far from the convective cell [open circles in Fig. 7(a)], and is a value that levels off in the core (it does not make any role in computations, since our simulations never explore $\psi_p < 0.079$). In the end, the only free parameter left is $E_r,w$, which plays the role of the amplitude of the ambipolar potential.

The angular dependence is derived from the GPI data shown in Fig. 2, and is modeled as

$$A(\zeta) = 2e^{-(\zeta - \zeta_0)^2/2\sigma_\zeta^2} - 1,$$

which fundamentally is a 0/1 dependence along the toroidal angle $\zeta$ (the same as the helical angle), with the possibility of choosing the toroidal amplitude of the potential well, $\sigma_\zeta$. Following the GPI data, we choose $\sigma_\zeta = 50^\circ$ (whole width 100° toroidally). The free parameter in Eq. (2) is the phase of the ambipolar potential, $\zeta_0$.

By combining Eqs. (1) and (2), one obtains

$$\Phi(\psi_p, \zeta) = -E_r \psi_p + V(\psi_p) \times A(\zeta),$$

where $V(\psi_p)$ is the integral of (1),

$$V(\psi_p) = -\frac{1}{2} E_r,w \left[ \sigma_{\psi_p} \log \left( \cosh \left( \frac{\psi_p - \psi_{p,RV}}{\sigma_{\psi_p}} \right) \right) + \psi_p \right].$$

Details of the derivation of this model can be found in Ref. 46. A contour plot of the potential in Eq. (3) is shown in Fig. 8(a), for a guess of the phase $\zeta_0 = 3/2\pi$. In the edge, a potential hill (at $\zeta = \zeta_0 - \pi$) and a potential well (at $\zeta = \zeta_0$) are visible. Looking more in detail (white inset), a feature of our potential model is the presence of a saddle point at $\zeta = \zeta_0$; along the radius the potential shows a peak at $\psi_p = \psi_{p,RV}$, while along the angle it has a minimum at $\zeta = \zeta_0$, which is evident as an X-shaped contour in the inset of Fig. 8(a).

Actually, the equipotential surfaces already define the shape of the convective cell measured by the GPI in RFX, and the $E \times B$ flow can be defined as the motion of electrons and ions along the equipotential surfaces, $\vec{v}_{E \times B} \cdot \nabla \Phi = 0$, that conserves kinetic energy and can drive the macroscopic transport features which are seen near the Greenwald limit. The presence of the convective cell is made evident by differentiating Eq. (3), and obtaining the map of $(E^x, E^y)$, shown in Fig. 8(b) as the expanded inset of panel (a): the radial electric field is negative, except for the inner part of the convective cell, where $E^r > 0$.

The analytical model for the potential can now be used to get ambipolarity in orbit runs: the domain is the same as in Fig. 4, with $\psi_{p,2} < \psi_p < \psi_{p,1}$. The technique is similar to that used in the stellarator community: vary the free parameters until $\Gamma_e = \Gamma_\nu$ (the “root” in the stellarator jargon). Our case is only slightly more complicated, since we have two parameters, amplitude and phase. To determine the potential amplitude, we start from a basic requirement of the potential: it must be able to trap electrons. We vary the free parameter $E_r,w$ in single-particle runs (no perturbations), until electrons are trapped around $\zeta = \zeta_0 - \pi$ (the potential hill). We vary then the electron energy, and obtain another value of the amplitude. We can then compute the radial electric field at the wall, $E^r_w(\psi_w) = E_a - E_{r,w}$, as a function of the electron energy: the result is shown in Fig. 9(a), which is the rather expected linear dependence with energy. In fact, we can expect the radial electric field to be $E^r_w(\psi_w) = -T_e/2e\sigma_{\psi_p}$.  

FIG. 8. (a) Contour plot of the model of potential, in the 0/1 symmetry. The phase has been chosen as $\zeta_0 = 3/2\pi$, in order to match the experimental data. The white inset encloses the region of the convective cell measured by the GPI diagnostic, shown in Fig. 2; (b) By differentiating the potential, we get the electric field in the plane perpendicular to $B$, with its two components $(E^x, E^y)$. Note that the region of $E^r > 0$ corresponds to the center of the cell, or, equivalently, to the potential well.
Inserting the numerical value for $\sigma_{\psi_{2}}$, one obtains the values shown in Fig. 9(a). We can also evaluate $E'$ from the GPI measurements of flow, and neglecting the diamagnetic term. The result is the triangles (purple in the online version) of Fig. 9(a). There is a striking agreement between theory and experiment, showing that the $E'$ field at the edge of RFX is likely to be ambipolar.

The phase can now be determined with the standard technique: for $E = 260$ eV we get $E_{r,m} = 4$ kV/m, and $\zeta_{0}$ is a free parameter. Let $6 \times 10^{4}$ particles diffuse between the deposit $\psi_{p,1}$ and the recovery surface $\psi_{p,2}$, subject to the full spectrum of perturbations and collisions (pitch angle scattering only). Each run is performed by varying $\zeta_{0}$; look at the fluxes $\Gamma_{e}$ and $\Gamma_{i}$, at the recovery surface, and find a “root” $\Gamma_{e} = \Gamma_{i}$ as a function of $\zeta_{0}$. The result is shown in Fig. 9(b) as a function of the helical phase $u_{0,1}$ (given by $u_{0,1} = -\zeta_{0}$). There is one root, and ambipolarity is reached at $u \approx \pi/2$, i.e., when the potential well is in the proximity of the OP of the magnetic island. The result is not unreasonable, since the potential well means $E' > 0$ [see Fig. 8], and a positive electric field avoids further losses of electrons where $D_{e}$ is already large, as seen in Tokamaks with the RMP. Indeed, measurements of the plasma potential in TEXTOR with the application of the 3/1 RMP, show that the potential well corresponds to the region with larger $D_{e}$, i.e., the ergodic fingers.55 Nevertheless, measurements in RFX show the opposite, the potential well stays at the XP of the 0/1 island [Fig. 2].

There can be many reasons for this mismatch, and we will discuss them briefly in the Conclusions. The main issue is with energy-exchanging collisions; as shown above, the potential amplitude is critically dependent on electron energy. Whatever mechanism increases electron energy or determines a scattering of energies, can influence the potential. While developing an energy scattering operator in ORBIT, in April 2013, we performed an experimental scan on collisions. In RFX, the 1/7, helical state is obtained at high current and low density, and it is extremely difficult to obtain it at high density (it disappears at rather modest Greenwald fractions, $n_{i}/n_{G} \geq 0.35$ (Ref. 48)). On the contrary, a large amplitude 0/1 mode is spontaneously obtained at high density ($n/n_{G} = 0.8$). Therefore, we performed a campaign where we reproduced a robust 0/1 mode at low density ($n/n_{G} = 0.2$), through a combined feedback action on both $m=1$ and $m=0$ modes, and carefully tailoring the size of the island to be similar to the high density case [shown, e.g., in Fig. 2]. This careful tuning of the island size implies also a feedback control of the edge $q$, which is a recent accomplishment in the RFX-mod experiment. Results are shown in Fig. 10: on the top row, the Poincaré plots of the two islands in the $(u, \psi_{p})$ plane, 0/1 on the left, and 1/7 on the right, are shown. The maps show that, in the helical angle, islands that in principle should look quite different, possess in reality an analogous topology, which reflects the similarity of their respective field-line Hamiltonians, when expressed in action-angle variables. In particular, the size of the edge ripple is similar. On the bottom row, the flow as a function of the helical angle $u$ is shown: on the left, in the 0/1 case, the GPI measurements at high and low collisions (blue and red, respectively, in the online version of the paper); on the right, the 1/7 case, low collisions, with combined flow measurements with the GPI and ISIS diagnostics. The result is striking: whatever symmetry of islands and collisional regime, the potential well of RFX sits near the XP of the islands. This remains an open issue.

V. CONCLUSIONS AND PERSPECTIVES

Measurements of flow in the edge of the RFX-mod reversed field pinch show macroscopic modulations in presence of magnetic islands with a definite symmetry. The use of the helical angle $u = m \theta - n \phi + o \tau$ allows for clarifying in detail the relationship between magnetic island and flow, in two different geometries, and to map them on the helical flux surfaces with unprecedented detail for a measurement of this type. In this paper we have proposed a model of ambipolar potential with the code ORBIT which explains the electrostatic response to magnetic islands: the rationale of the model is the marked dependence of electron diffusion on the symmetry of the magnetic islands. The model of the potential correctly explains the geometry and amplitude of the potential in RFX, while the phase is $\pi$-shifted with respect to measurements. Recent experiments confirm this mismatch. It is worth noting anyway that measurements of the plasma potential in TEXTOR with the application of a resonant 3/1 perturbation, show that the potential well corresponds to the region with larger $D_{e}$, which would be consistent with the results of ORBIT. This issue with the phases could be ascribed to a collisional dependence (the 0/1
case of RFX is highly collisional, contrary to TEXTOR; to a different level of chaos, in RFX compared to TEXTOR; or to a more pronounced plasma-wall interaction (measured particle fluxes to the wall in the reversed-field pinch (RFP) are 2 orders of magnitude larger than in tokamaks, being $\approx 10^{20} \text{m}^{-2} \text{s}^{-1}$ (Ref. 47)).

Future plans include the introduction in ORBIT of energy-exchanging collisions with a full profile background, following the Boozer-Kuo scheme. In fact, as explained in this paper, the whole mechanism of the electrostatic potential is based on particle trapping and detrapping in a potential well: energy-exchanging collisions are therefore a fundamental ingredient in determining the correct form of the potential. In fact, recent simulations with FORTEC-3D on the LHD stellarator show marked differences when considering a Maxwellian against a monoenergetic population: in particular, the typical divergence of the neoclassical ion flux for $E' = 0$ disappears in Maxwellian runs. The use of a Maxwellian and full-profile collisions should allow to cast some light on the phase conundrum, RFX vs TEXTOR, but also to explore the collisional dependence of RMP application. Finally, it should allow to simulate energetic electron tails, such those produced by electron cyclotron heating (ECRH): in fact, since the 1980s the electrostatic $E'$ was seen to depend on ECRH.
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FIG. 10. Summary of experimental results in the RFX-mod: (top) Poincaré plots of islands, as a function of the helical angle and $\psi_p (0/1$ on the right, $1/7$ on the left); (bottom) measurements of flow as a function of the helical angle, $0/1$ on the right, $1/7$ on the left. In the $0/1$ case, two different values of density are reported, $n/n_G = 0.8$ (blue stars) and $n/n_G = 0.2$ (red stars). The phase of the flow, with respect to the island, seems to be independent of collisionality in experiment.


